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Appendices

APPENDIX A- INTUITION OPERATING RULES

The operating rules and transactions are discussed in the con-
text of the “extended probability theory™ thesis and the Lumped
Modelling Facility STATLAB II. As a matter of convenience, the
entailment structure representing this thesis is broken down into
three modules that are often presented separately (the three minia-
ture entailment structures). Though this is not a mandatory condi-
tion, the description is based on the assumption that one module
is studied at once.

Ap. 1. The first rule to be accepted by the studenti is pragmatic.
His intention is to learn the topics required in order to understand
the uppermost topics in the entailment structure (the head topic
of the previous monograph), and to do so in a manner permitted
by the procedural rules indicated below.

Ap. 2. A student can explore any topic by pointing with an elec-
trically connected stylus at the label representing this topic on the
entailment structure. For this purpose, the entuilment structure
serves os a conceptual “‘map' of topics and their labels, disposed
about a territory. The “map'’ is indexed by deseriptors, which are
displayed explicitly. The descriptors apparent in Fig. 1.3 are depth
from the head topics taken to name the subject matter field (the
“superordinate/subordinate’ descriptor of the previous mono-
graph): a descriptor with values Re = Real world of experiments;
Ab = Abstract world of logical or mathematical constructs, and
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An = Analogies involved in relations that underlie statistical infer-
ence. Finally, there is a descriptor, with values indicated as col-
oured columns, that discriminates the form of logical expression
lying at the root of the topic.

In response to his explore enquiry, the student receives exam-
ples of the explored topic presented graphically by slides projected
onte a screen (Fig. 1.1) using a random access projector. Each
topic is associated with several examples determined by values
assumed under different semantic descriptors, many of which are
not displayed. For instance, the topic “simple random experi-
ment’' is exemplified in terms of “games of chanee™ and in terms
of “behavioural experiments”. The examples are also indexed by
values of the descriptors that appear explicitly in the entailment
structure, for example, the real world interpretation (Re) and the
abstruct world interpretation (A8) which in the entailment struc-
ture correspond to the left and right hand half planes.

The descriptive examples (Fig. 1.5 is typical) are enriched both
pictorially and by multiplicity of context (releaser function and
humour). Descriptive examples do not delineate the underlying
topic relation which is to be explained if the topic is addressed.
But they do systematically discriminate the descriptor values (for
example, “plant breeding,'” as distinct from “‘games of chance" or
“behavioural experiments®).

At this stage, the only caveat is that explorations do not peter
out and that they do lead eventually to choice of some focus of
attention which is dubbed an aim topic.

Ap. 3. To propose an aim, the student touches a different point on
the topic label with his stylus. In response to a proposed aim, he
receives a brief test administered by a confidence estimation de-
vice (BOSS, or Belief and Opinion Sampling System, Fig. 1.2).
Questions cards, indexed by the topic number are inserted into the
BOSS card reader, and the apparatus sequences responses and sub-
sequent card insertions and computes a progressive estimate of
correct degree of belief signifying that the student can genuinely
describe (give veridical descriptor values to) the topic proposed as
an aim. If so, the proposed aim is validated as a topic the student
can appreciate (bul nol necessarily learn about), and it is instated
as the current aim, of which by edict there may be only one. (From
the previously considered rules, some one aim must be selected at
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any rate after an interval of exploration.) The only restriction
upon a proposed gim selection is that no topic currently marked as
understood is a legitimate candidate.

In return for selecting an aim, the student receives a display,
through the illumination of green signal lamps attached to each
topic, of the ways in which the aim topic may be derived from
other topics; for example, Fig. A.1 shows the display presented if
representative topic is cited as aim by the student and if the aim
selection 15 validated by the system.

The display represents the “Entailment Set” (the union of the
entailment kernels, as in the previous monograph) of the aim
chosen, and consequently, all of the topics that might be learned
in getting fo know aboul this particular aim topic. The student is
required (by a further rule) to select one or more goal topics, with-
in the *“Entailment Set’” of his aim topic, as the topic(s) he intends
to learn about and work upon. Notably, one possible goal is the
aim topic itself,

Ap. 4. Before describing the goal selection procedure, it is neces-
sary to look ahead at the placement of understanding markers
(plugs with some eireuitry inside them, shown in Fig. A.R) and to

Fig. A.1. Aim = &, and lefltshaded nodes with green signal lamp illuminated.
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recall that any student has agreed to learn and understand all of
the head topics. In INTUITION (though net in the more elaborate
system of CASTE) we suppose that the student either (a) under-
stands all of the lowermost (primitive) topics at the outset and is
prepared to start learning from that point onwards, or (b) (an
inherently more interesting possibility) that he declares his under-
standing of the other-than-primitive topics and engages in the
“explain of explain routine. In the latter case the topic is instated
if and only if “explain of explain’ is completed successfully.

Since case (a) is more easily described and pictured, we concen-
trate upon it at the moment and return to case (b) later. Now
given case (a), all of the nodes of the primitive (lowermost) Ltopics
can be marked understood as an initial condition. Understanding is
marked by inserting plugs (understanding markers). The result of
doing so is to illuminate orange lamps (Fig. A.2) on the nodes of
topics entailed by the collection of understood topics. Topics asso-
ciated with illuminated orange signal lamps are known to the stu-
dent as possible goals (distinct from legal goals, which will be
introduced shortly).

Ap. 8, Retumn, after this brief digression, to the condition in which
the student has selected and validated an aim topic so that topics
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in the “Entailment Set” of the chosen aim are associated with an
illuminated green signal lamp. IT the prerequisites are also marked
understood, some topics will thus be associated with bolh an
orange and a green illuminated signal lamp. These are legal goals;
that is, if the student satisfies the rule requiring him to select some
{one or many) goals under his chosen aim topic, then selection of
a legal goal or several legal goals will be accepted. The student will
be able to avcess demonstrations and tutorial materinls with re-
spect to these topics and to learn about the underlying topic rela-
tions. A Lypical legal podl distribution, at the start of learning, is
shown in Fig. A.3(A); a legal goal distribution later in learming
(when more understood markers have been inserted) is shown in
Fig. A.3(B); a still later legal goal distribution (and under a differ-
ent choice of aim Lopic) is shown in Fig. A.3(C). Any attempt to
select an illegal goal (any topic that is not marked by an orange
and a green signal lamp) is automatically detected: the student
receives an auditory signal and the equipment operation is locked
until he dismantles the offending configuration either by changing
his goal selection or occasionally by changing his aim selection.

In order to choose one or more goals the student must perform
the following aperations for each goal (Fig. A.4):

{a) Open the door bearing the topic name.

—

Fig. A3(A)
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(b) Insert a goal probe (of which six are provided) into a socket
thereby uncovered.

(¢) Read the index numbers revealed on the reverse side of the
topic door.
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Regarding operation (¢), there are two possibilities depending
upon whether the goal topic is or s not representing an analogy
relation. If not, the index number is unconditional and the topic
position is associated with one orange signal lamp (the possibility
so far described). If the topic does represent an analogical relation
(for example, any topic in the central part of the display), there is
a cluster of orange signal lamps above the topic label and although

one of them is illuminated if the topic becomes a

possible goal, the

particular one depends (1) upon the configuration of understood
markers achieved as a result of previous learning, and (2) upon the
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Fig. A4 Concrete arrangements for nodes of an ordinary topie (above), or an
analogical Lopic (below). a, b, &, are contacts for explore transaction probe.
The gozl signal lamp (R, above) is replaced by set of signal lamps (A, B, C, D,

for 2 term analogical topic).
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goal probe insertions currently made by the student.

In the former (unconditional) case, the one index number
uniguely specifies demonstration and tutorial data files to which
the student is given access. In the latter case, there are as many
index numbers as orange signal lamps and the demonstration and
tutorial data files are conditional upon the learning process. In Fig.
A4 there are four signal lamps and consequently four contingently
accessible types of demonstration.

The conditionality arises because of the curiously complex
structure of analogy relations discussed in Chapters 3, 4 and 6. In
general, there may be various kinds and numbers of contingencies
(for example, 4 to 12 in a thesis on “Heat Engines"), but for
“Probability Theory” the contingencies are uniform in kind and
readily stated. The configurations which illuminate the different
signal lamps are summarised in Fig. A.5. All the analogy relations
for this subject matter thesis have the same basic structure with
two terms (the topics that are analogically related by the central
topic), one term representing a “‘real world™ topic and the other
term an “abstract world"' topic which is its mathematical image.

condition left term topic right term tople  goal lamps Muminated
cited in text an analogical topic

1 + - A

i + — B

1 — - C

v — = D

Fig. AL, Conditions for learning 2 term analogy, marked as legal goal. + = un-
deratood, — = not understood,

Ap. 6. Presupposing a description of the next rule, the orange
signal lamp illuminated on the analogical topic determines not
only the type of demonstrations which the student can obtain but
also the type of non-verbal explanation which the student will be
required to produce in order eventually to mark the topic as being
understood. Thus, consulting the conditionality table in Fig. A.5,
lamp (A) is illuminated if and only il both terms of the analogy
relation are understood; lamp (B) if the left hand term but not the
right hand term; lamp (C) if the right term but not the left;
finally, lamp (D) if neither the right nor the left hand term is
already marked as understood but if either one or both of them is
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marked as a legal goal. If none of these conditions apply, then no
lamp is illuminated as the topic is not a possible goal.

In Condition (I), the student (already wunderstanding both
terms) need only explain the analogy beiween them and he
receives demonstrations only of this analogy relation. In condition
(I1), the demonstrations exhibit the right hand term by analogy
with the left hand term, and an explanation of the analogical rela-
tion parallels this transformation. In Condition (III), the reverse
applies; the left hand term is demonstrated by analogy with the
right hand term and similarly explained. In each case there is a
clear sense in which the student already knows one (Condition (II)
or Condition (III)) or both of the terms (Condition (1)) before he
tackles the analogy between these terms.,

Condition (IV) is pecullar and interesting since it represents the
case In which the student grasps the analogical relation to begin
wilh and opts Lo explain the lefl hand or right hand terms by
recourse to this analogy, In order to interpret his explanation, he
is forced, before the analogy relation can be understood, to ex-
plain it by means of one or both of the terms (consequently plac-
ing himself in Condition (I), (1I), or (IL}). The practical conse-
gquence of this preference is that he is forced, before explaining the
analogical topic, to mark one or both of the terms as a simultane-
ously entertained goal topic.

Ap. 7. The tutorial material consists in demonstrations of the
topic(s) currently in focus as goals. For a topic T Behavioural Pre-
seriptions (augmented by descriptive texi) are derived fram the
Behaviour Graph BG(T) in the conversational domain, le., the
Task Structure of topie T.

Given the proper index number, the student can access [files
(Fig. 1.1) containing layover cards (Fig. A.6) accompanied by
written text. The layover card (or cards, if there is more than one
goal) is placed in fronl of the fascia of the modelling facility
STATLAB 11, shown in Fig. 1.1, and outline labelled in Fig. A.6.
The card itself, is a Behavioural Prescription, the written text (if
any) serves as an accompanying description.

STATLAB TI is a Lumped Modelling Facility containing six a
priori independent processors (some eleclrically trivial, though
their logical integrity is not),

STATLAB II (Fig. 1.1 and Fig. A.6) is divided into compart-
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Fig. A.6. Outline of STATLAB 11 with layover cards. Parts of lumped model-
ling facility arc: A, B, Distinet Universes of real results; O, D, Distinet wni-
verses of abstract events; E, F, conditional probability and delay uniis on
Bench; G, Subsels of events: H, measures on event sets and arithmetic opera-
tors; J, Matrix of Joint Resulls; K, Bayesian Inlerence Summation and Matrix
multiplication; L, unique and joint result counters, with marginal Lotals.

ments in register with the partitioning imposed upon the entail-
ment structure by the descriptors. For example, (Fig. A.6) the
lower left hand quadrant is concerned with topics bearing upon a
temporally ordered “‘real world” (Re) of deterministic experi-
menlts; the lower right hand quadrant with “abstract world™ (Ab)
topics that bear upon set theoretic and atemporal images of deter-
ministic experiments. The upper right quadrant contains topics
concerned with frequencies of (temporal) results and their ratios,
differences, contingent frequencies, ete. The upper left hand
quadrant contains topics that are concerned with measures on
abstract sets, conditional measures on product sets, etc. In fact, a
finer grained partitioning is possible because the *real world’’ con-
taing two a-priorl-independent universes (in order to develop ideas
of contingency, statistical independence, statistical dependence,
and so on), and the “abstract world” contains two universes of
a-priori-independent abstract images (for reprinting product ex-
periments, conditional probability matrices, and Bayesian Infer-
ence),

The non-verbal explanation (or demonstration) of a non-
analogical topic involves building a model in one compartment of
STATLAB Il and any analogical topic is explained by simultane-
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ously executing two models that are analogically related, as re-
quired.

Ap. 8. SBuppose that one or more layover cards have been removed
from the file and placed in position. The student receives a demon-
stration by obeying the instructions on the card or the accompany-
ing text material, and building a model on STATLAB according to
this recipe. When he has done so, the model is executed to achieve
some result (for example, to compute the frequencies and expect-
ed frequencies of results in an experiment),

For any topic there are several (often five or six) differently
slanted demonstrations available in the original file and the stu-
dent can access as many as he likes, in sequence. The INTUITION
equipment keeps a list of the demonstrations of a topic that have
been accessed by a student, until the topic in question has been
successfully explained.

Ap. 9. When the student is salisfied that he comprehends the topic
well enough to explain it, he enters the (non-verbal) explanation
routine as follows:
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(z) All layover cards are returned to the file so that the panels
of STATLAB are bare. The equipment is placed in a state that dis-
allows any change of goal or aim, until the explanation is finished.
Any attempt to change goal or aim locks the equipment and indi-
cates contravention of this ruls.

(b) Explanation is initiated by taking an instruction and check
list sheet for the topic concerned and placing it in the check list
reader (Fig. 1.1, shown schematically in Fig. A.7). After this point
the demonstration file is inaccessible (any attempt to remove a
layover card is detected, signalled as illegal, and locks the opéra-
tion of the equipment).

{c) Card insertion resets a counter in the check list reader, pro-
vided that all the requisite conditions such as the existence of an
aim and a goal are satisfied. As a result, an illuminated pointer is
positioned against the first item in the check list.

(d) Each item in the check list consists in an instruction and a
condition to be checked by the student. The instructions guide the
student in building &8 model on STATLAB, which does the same
thing as the demonstrations, but which is not identical with any
demonstration he has received. This requirement is checked auto-
matically by comparing the model with the set of demonstrations
indicated by the demonstration list.

() If the student believes that a stage in model building is cor-
rect, then he presses the ‘*Yes™ button on the check list reader and
the pointer moves to the mext item. Before pressing the “Yes"”
button, the student may (and often does) execute the partial
model he has built on STATLAB to convinee himself that this part
does whatever it ought to do.

() If he is in difficulties and anxious to start afresh, the student
presses the “‘No™ button, which returns the illuminated pointer to
an invisible zero position and offers the following options (the
lamps and the buttons at the base of the check list reader):

(A) Start a fresh explanation. In this case, the illuminated
pointer moves to the first position (the most frequently
chosen option).

(B) Obtain further demonstrations. In this case, the student
is allowed access to the demonstration file provided the in-
struction and check list card is removed.

(C) Learn the topic in a different way. Choice of this option
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resets the entire collection of (internal) electrical register tags
established since obtaining n demonstration layover card
from the file and allows for change of aim or goal.

{(g) Suppose the *No’ button is never pressed and that, by
pressing the **Yes' button for each item, the studeni eventually
lends his approval to a sequence of partial models (one per item in
the check list), and thus has built an entire model for the topic.
The last item in the check list always guarantees that this complete
model is executed or tested by the student (partial models may be
but need not be executed). Pressing the *“Yes" button at this point
means that the student is satisfied with his model and submits it as
a non-verbal explanation of the topie.

{(h) Depending upon the experiment, we either accept the stu-
dent’s judgement of workability, invoke the judgement of a super-
visor, or use the computer to check that execution of this model
correctly satisfies the topic relation. In any case, provisions are
made for sensing and tracing (electrically) all configurations of
components, links, potentiometer settings, ete. A condensed form
of this tracing data is used, in any case, to ensure that the submit-
ted model is not identical with, hence possibly just a copy of, any
demonstration on the stored demonstration list.

Ap. 10, Once a non-copied complete model is deemed correct (ac-
cording to one or the other of these criteria) and has been submit-
ted, the student is allowed access to an understood marker and is
required to insert it into the entaillment structure at the position
of the topic which has been non-verbally explained. Simultaneous-
ly, the equipment rescinds the temporary (whilst explanation is in
progress) edict that neither aim nor goal shall be changed. Inser-
tion of the understood marker, which is based on a sizable plug, is
only possible if the goal probe is removed (Fig. A.8). Further,
insertion of an understood marker covers and obscures the green
and orange signal lamps at the topic position. The student’s activi-
ties are monitored and mistakes (such as placing the understood
marker in a different topic position) lock the operation of the
eqguipmeant and give rise Lo a signal.

Ap. 11. Repetition of these operations until the uppermaost topics
are understood (as agreed by the student in Clause 1) gives rise to
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Fig. A.8. Topic node arrangements with, and withoul, understanding plug
inserted.

a series of marker distributions on the entailment structure which
is visible to the student as he leams and makes him aware of how
he did learn, as a visual pattern. The distribution of marker pat-
terns and transactions generated in the course of leaming is a
learning strategy and is characteristic of the student,

APPENDIX B: A SIMPFLE MODEL FOR AN L-PROCESSOR

The L-Processor is a modular computing machine, the compo-
nents of which, and their integrity and persistence, depend upon
an evolutionary process like Fogel, Owens, and Walsh's simulation
(Section T). The finite state machines are the modular automata
which, in such a system, replace indexed storage. They, and their
weak interactions, constitute the PC operations. But, because the
interaction terms are involved in the PC specification, a collection
of modular automata has a definite I-Processor organisation.

One tangible realisation of a computing medium made up from
modular automata is a so called tesselation surface (Fig. B.1): a
collection of cells, each containing an automaton, interacting by a
neighbour function. (For example, the input to cell ¢ is a function
of the previous states assumed by the automata right, left, up, and
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down, adjacent to ¢.) * Arrongements of this kind are used to rep-
resent reproducing nutomata. The entity being “reproduced” is a
configuration of states of modular automata, irrespective of where
upon the surface it is located. The surface, in other words, is a
computing medium (a taciturn system) inhabited by procedures
(here configurations) which survive or decay. Under the immediate
interpretation, understanding and memories figure as configura-
tions, the DB/PB operations as the dynamics of strong interaction
between configurations, and these strong interactions, in turn, as
the L transactions of a language oriented system,

Finally, the compilation Inter of a Program Prog (lo realise Proc
= <ng, Inter}) is that activity in the states of certain modular
automata which induces a state of a cunfigumtian (Prog) and does
so for each state of Prog. Hence Inter belongs to the class of PC
operations, any Proc has a PC component in it as required by the
overall theory.

* Probably the simplest tesselation system is Conway's (1971) *Life" Simuls-
tion, but it is marginally adequute lor the present purpose. Other more elabo-
rate tesselation systems are described In Burkes (1970). To exemplily the
notion, several systems have beon gimulated with one additionnl, mathemati-
cally irritoting but essentiol property; namely, that a modulur autlomaton is
never sessile, ie., the automata act as oscillators damped by weak inferoction
with their neighbours.
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In such an arrangement, it is possible to vary the composition of
the automata (they may be uniform or varied), the neighbour
function (it may be homogeneous at all points on the surface, or
not), and less plausibly, when it comes to physical interpretation,
the dimensionality of the tesselation surface. Any or all of these
parnmeters constitute “‘patterns of L-Processor organisation, as
the phrase was used in the paragraph before last. Moreover, at least
one of these parameters is varied if the modular automata are pro-
duced and refurbished by an evolutionary style process (Fig. B.2).

Provided certain limiting conditions are respected, these varia-
tions do not influence what may be computed by configurations
an the tesselation surface (for example, reproductive Turing auto-
mata can be represented in any such system). But the parametric
variations do profoundly influence how the computation takes
place, and it is surely possible to set the parameters (in many
ways, in fact) to capture each competence profile. Moreover, the
parameter setting may be (and in Fig. B.2 it will be) determined
adaptively, as required if this picture of things is to match the
observations of other researchers or of our own group.
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Fig. B.2. Tesselation surface with fnite stale machine components {the mod-
wles) constructed and maintained by an “Evolutionary®® program.
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That is, depending upon the characteristics of the computing
medium (or candidate as an L-Processor), a DB operator (if it
exists) will be a GDB or an LDB; similarly, a PB operator (if it
exists) will be a GPB or an LPB, This global or local propensity is
the least readily modified; the effectiveness of DB and the effec-
tiveness of PB operations depend by hypothesis upon the steady
state densities of DB and PB amongst the population of programs
under execution in this medium.

We do not hold that L-Processors (in particular brains) actually
are organisations on a tesselation surface; the tesselation surface
was introduced as a familiar example. But any set of interacting
modular automata have communication and control connections
equivalent to neighbour functions and the like, and we do main-
tain that L-Processors are just such systems.

+ It is worth noting that a number of telling parallels exist between processors
of this kind snd biological or physiological systems. For example, Goodwin’s
{1963) discussion of ecellular metabolism mokes a elear distinction belween
wenk interactions through pools of melabolites (resclion producls and pre-
cursars) and the strong interactions implicating DNA, RNA, the Ribosomes,
and Enzyme synthelic processes, which may be regarded as DB/PH replicable
procedures execuled in the milieu of lhe cell. Pringle (1951) and Beurle
(19564, 1959) entertained similsr notions with specific interpretations in Brain
Dynamies; so, with some variations, did Hebb (1949}, Since that era, a host
of comparnhle formulations has been devised in diverse filelds; for examplo,
neurophysiology, melecular biology, blochemistry, genetics, ethology and
ecology. One fascinating example which has recently aroused lively interest
{sve, for instance, the proceedings of the December 1974, Faraday Society
Symposium, No. 9) is a system of sponiansous chemical oscillations in & dish
of Belousov resgent. {Bromate ion in sulphurie scld solution with malonic
acid and redueible manganese or eerium jons).

It is guite important to recognise Lhot these conditions are the norm (Mor
otherwlse the argument seoms curiously outlandish) und that the more famil-
iar cases of serizl execution are specially eontrived and seldom encountered in
nature. That is, most natural systems are nof subject to the limitation, “stop
execution whilst rewriting a program, and stop rewriling whilst execulion is
in progress,” which we used in the lirst monograph to deflineafe Lhe class of
serigl modelling lacilities (o which this very special caveat properly applies
{the i elock and the "7 clock" convention ), See also Pask (1961, reprinted
1968, 18972) and Pask (1975a) as well as Ben Eli (Brunel Univerily thesis,
1976).
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APPENDIX C: DETAILS OF COMFROMISE PROCEDURES FOR
“LEARNING TO LEARN" EXPERIMENTS

The following compromise procedures stem from an application
af entailment structure technigues devised and successfully pilot
studied by Dr. R. Glanville and his colleagues in the context of an
architecture school.

Session A

After students have studied the texts, lists of topic names, to
which others may be added by individuals, are handed out, and
each student is asked to rate the topics as follows: + if he thinks
he can explain the topic, ? if he is doubtful, — if he cannot, and *
if the Lopic is irrelevant (some seemingly irrelevant topic names are
given in the list, together with some ‘“‘spare” locations to be filled
by additional topic names). The students are asked to show by
directed arcs how they conceive the topic to be “connected™.
Typical results are shown in Fig. C.1 and Fig. C.2. Students are
next given a sheet on which the experimenter has encircled the
topic names which each individual student thinks he is able to
explain (hence, each student has a “personalised™ sheel), and the
class is asked to construct a similar connection graph for these
topics only (Fig. C.3 and Fig. C.4). Essay questions, as well as
interviews, are used to check that students who sav they can ex-
plain a topic can, in fact, do so.

Interim A, B

Between Session A and Session B, the connection graphs are
computer processed to give a pruned version in which the ana-
logical convention is inserted.

Session B

At the start of the training session, the computer processed,
individual connection graphs are returned as “feedback’ and are
used in the “learmning to learn® exercises, Further and more sophis-
ticated structures are built up as the various principles are intro-
duced. Amongst other things, the distinction between formal and
analogical derivations is established.
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Interim B, C

Graphs obtained from the students during the training session B
are individually processed and returned as “feedback™ before the
students start to learn the Session C texts.

Session C

After studying the texts, students are subjected to a repetition
of the procedures described for Session A. At this stage, they have
a more sophisticated repertoire of representational technigues and
have been exposed Lo the “learning to leam training of Session B.
Clearly, the representation skill and “leaming to leam" are inter-
related, but not identical. Typical connection graphs are shown in
Fig. C.5 and Fig. C.6 (“all” topics) and Fig. C.7 and Fig. C.8 (+
marked topics).

Revisiting

These graphs are persanally processed and retumed as “‘feed-
back' somewhat later. If possible, we use “feedback’ delivery to
ask for repertory grid descriptors elicited over terms of the anal-
ogies, and students who cooperate in this matter assign values to
their own descriptors.

Discussion

Apart from comparing factual and explanatory responses, it is
possible to obtain indices of complexity and coherence over the
individual connection graphs. Hence, we are in a position to ob-
serve “learmning to leam™ (students for whom increased under-
standing after the training session is accompanied by an ability to
represent the subject matter), different types of representation,
and when they occur, the defects in learning such as “‘Globetrot-
ting'". The latter condition, for example, is detected by noting no
difference between the ‘‘can explain' connectivity and the “‘all
topic connectivity''; at a more detailed level, by specific “lalse
analogy '’ patterns. Such deficiencies are generally reduced by train-
ing in the “learning to learn® session, and for some of the students
virtually eliminated.
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